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Jbeil



An old problem



Lateral movements

• The ability of an attacker to move horizontally within a network
• A key tactic in Advanced Persistent Threats (APTs)
• Leveraged to expand attackers’ access for executing malicious act



• Lack of visibility

• Absence of contextual relationships between different elements 

• Constant evolving nature of networks

• Obscured empirical data (to leverage) to address the LM problem

• Deficiency in appropriately modeling network behaviors and interactions

• Shortcoming of models that can anticipate the evolving nature of networks

Status quo



Hopper (USENIX ‘21) constructs a graph of logins, introduces an inference algorithm to 
identify the broader paths of movements, and applies a new anomaly scoring 
algorithm.

 Pros

• Develops a practical detection system for LM attacks 

• Uses graph-based modeling to identify paths for each login

 Cons

• Scalability will induce reduced performance

• Does not explicitly address 0-days/new techniques

Challenging state-of-the-art



Euler (NDSS ‘22)  proposes a discrete-time dynamic graph techniques that adopts a 
transductive reasoning to improve the detection of anomalous activity in a network.

 Pros

• Uses GNN models with node embeddings for authentication logs

 Cons

• Does not generalize to unseen authentication entities 

• Discrete-time dynamic graphs do not model the evolving nature of events

Challenging state-of-the-art



• Continuous-time dynamic graphs

• Inductive learning in temporal GNNs

• Threat sample augmentation 

Jbeil’s key premises



Authentication Graph Construction

• Nodes representing diverse entities (hosts, users, virtualized environments, applications)

• Edges define authentication events, capturing interactions within the enterprise network

Dynamic Graph Feature Extraction

• Extracts graph features to grasp the dynamic nature of the enterprise network

• Focuses on evolving nodes' connectivity over time to capture the changing relationships 
between authenticating entities

Self-Supervised Temporal Node Embedding

• Implements a self-supervised temporal node embedding technique

• Computes latent representations for each node at every time, updating dynamic states during 
events and aggregating memory from neighboring nodes

Jbeil’s broad contributions



LM Link Prediction

• Utilizes a decoder to calculate edge probabilities and perform LM link prediction

• Captures the temporal order of edges to enhance the understanding of evolving network 
behaviors

Inductive Learning for Continuous-Time Dynamics

• Trains Jbeil as an inductive learning model, adapting to the continuous-time dynamic nature of 
the data

• Training involves both benign and malicious authentication events

Augmenting threat data using “lateral-movement-simulator”

Make Jbeil open source on GitHub

Jbeil’s broad contributions



Jbeil’s modus operandi



Jbeil’s experimentation 



Jbeil’s threat augmentation

Scenario 1 - Limited Knowledge Attack
• Attacker only leverages knowledge of previously accessed 

machines.
• Attack stops generating new logins upon acquiring access to 

a system not accessible to the initial victim.

Scenario 2 - Informed Network Topology Attack
• Attacker possesses knowledge of the entire network 

topology.
• Attack terminates after accessing 50 devices or logging into 

every reachable machine with the final credential set.
• Logins only traverse edges previously traversed by valid 

users.

Scenario 3 - Targeted High-Value Server Attack
• Attacker is knowledgeable about the entire network 

topology.
• Performs multiple logins until access is gained to a high-

value server.
• Logins follow edges traversed by valid users and use 

credentials if the authorized user recently logged into the 
source machine.



Jbeil’s experimentation 
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Jbeil’s time complexity 

• Inference time ranges from 12 seconds for a graph with 1 million edges, to ~6 minutes for a 
graph with 30 million edges

• In the transductive case when the number of nodes is 14.9K and the number of edges is 34M, 
the training time complexity is very high



Q/A… (and hiring!)
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