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Robust Visual Understanding

How can we deepfake entire movies, but not recognize bananas?
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Al/ML Security

Outline

 Artificial Intelligence & Machine Learning
o Attacking ML Models
* Generative Networks

 Explainable A.l.
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Artificial Intelligence

Robotics Learning
interact ear
Agents Data
eS0T Analytics
communicate
plan
remember
Language Automated
Processing Scheduling
Big Data
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Interested in AI/ML?

Start here:

e Teachable Machine
 Youlube, podcasts

* Course websites, eDx, Coursera, Udemy, ...

https://teachablemachine.withgoogle.com

e Futurism, MIT News

e Start slow! Learn Python, review linear algebra
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https://www.jeopardy.com/jbuzz/news-events/watson-ibm-invitational

Large Language Models
(LLMs)

Gemini ~ 4 Try Gemini Advanced ses a

Hello, Amanda
e (Generative Al models

Brainstorm ideas for a Brainstorm ways to Write a product Brainstorm
mocktail given specific make a dish more description for a new presentation ideas
ingredients delicious type of toothbrush about a topic

 Examples:

74 ® 74 ®
e Gemini —>

Humans review some saved chats to improve Google Al. To stop this for future chats, turn off Gemini Apps
Activity. If this setting is on, don't enter info you wouldn’'t want reviewed or used. How it works

® GP I Manage Activity  Dismiss

e | lama

Fnter a prompt here [ \9/

Gemini may display inaccurate info, including about people, so double-check its responses. Your privacy & Gemini Apps

 DALL-E
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Machine Learning
Types: Supervised & Unsupervised

Supervised learning Unsupervised learning

clustors
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Machine Learning
Building models

input retina LGN V1 V2 V3 LOC
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1al Attacks

Adversar

Examples & patches

its performance.

ing data that affects

lves prov

INVO

* Attacking a neural network

INNOCUOUS

data should look

Goal:

boat (79%)

fish (92%)
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Adversarial Attacks

Examples

Input Epsilon = 0.010 Epsilon = 0.150

o Labrador_retriever : 41.82% Confidence . Saluki : 13.08% Confidence . Weimaraner : 16.58% Confidence
25 25 25

50 50 50

75 75 5
100 100 100
125 125 125
150 150 150
175 175 175
200 200 200

0 . 25 50 5 100 125 150 175 200 0 25 50 5 100 125 150 175 200 0 25 50 5 100 125 150 175 200

Image source:TensorFlow.org

University of Texas at San Antonio | Department of Computer Science 13 Vision & Artificial Intelligence Lab | June 2024


http://TensorFlow.org

Tesla’s autopilot tricked into driving
on the wrong side of the road

TECHNOLOGY 1 April 2019

Adversarial Attacks

Patches in the real world

Tesla's autopilot can takeover some driving tasks NewScientist

David Paul Morris/Bloomberg via Getty Images
|mage source: nature.com
By Chris Stokel-Walker
F
Keen Security Labs, of Chinese tech company Tencent, confused a Tesla Model S by placing 3 stickers on the road.

Fig. 1: A silhouette of the eyeglasses we use.

Fig. 2: Examples of raw images of eyeglasses that we collected
(left) and their synthesis results (right).

Sharif et al, 2017
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https://www.newscientist.com/article/2198325-teslas-autopilot-tricked-into-driving-on-the-wrong-side-of-the-road/
http://nature.com

How does a model know what’s real?

To attack a model, typically you start with a target..

Target a model Create a substitute model
(black box attack) (mimicking target model functionality)

Deploy adversarial examples
(@gainst target model)

Create adversarial examples
(@gainst substitute model)
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Machine Learning

(GGenerative Models

Generating candy hearts

PANTCKING

LOVE aY DEAR
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...or “motivational” posters!
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http://aiweirdness.com/post/170685749687/candy-heart-messages-written-by-a-neural-network
https://edgylabs.com/keep-panicking-inspirobot-latest-ai

Deep fakes

Generating realistic digital

media.

2018
Brundage et al., 2018
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https://www.youtube.com/playlist?list=PLpaGT3sIbHOAGdAScmPBAgKZ3SZEeOGnpd
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https://www.youtube.com/playlist?list=PLpaGT3sIbH0AGdScmPBAqKZ3SZEeOGnpd

Deep fakes

Source Video

Detected |
Pose

Source to Target 1 Result Source to Target 2 ‘ult

“Everybody Dance Now”
https://www.youtube.com/watch?v=PCBTZh41Ris

University of Texas at San Antonio | Department of Computer Science 18 Vision & Artificial Intelligence Lab | June 2024


https://www.youtube.com/watch?v=PCBTZh41Ris

Explaining Deep Learning Models

Integrated Gradients for Attribution

10

Pixel gradient
(average acrosss
all pixels) ~ Uninteresting gradients J

[interestmg gradients IntenSlty |
‘Scaled T
inputs .. 2 &
N ]

Baseline Image

Sundararajan, Mukund, Ankur Taly, and Qiqi Yan. "Axiomatic attribution for deep networks." International conference on machine learning. PMLR, 2017.
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Deep Learning Computer Vision Applications CS Education

® Broadening
participation

—xplainability ® Segmentation ® Nuclear materials

e Optimization e Adversarial corruption ® Fabrication analysis Undergraduate
research

® Foundation models ® Multimodality ® Medical imaging ® Al tools

University of Texas at San Antonio | Department of Computer Science Vision & Artificial Intelligence Lab | 2024



Q&A
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