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• Large Language Models have recently garnered 
significant attention

Introduction

GPT-4o just
Released!



• State-of-the-art performance

Introduction

Source: https://openai.com/research/gpt-4



• Model size is increasing exponen)ally

Introduction

https://huggingface.co/blog/large-language-models



• Three approaches for language modeling
Introduction

Sentence correc@on (denoising)

Text completion

Text translation



• Parametric architectures for sentence 
denoising: Encoder

Introduction



• Parametric architectures for text completion: 
Decoder

Introduction



• Parametric architectures for text translation: 
Encoder-Decoder

Introduc.on



• Training LLMs
–Pre-training
–Supervised Training
–Reinforcement Learning

Introduction



• Several applica)ons!
Introduction

• Education
• Customer service / advisor

• Knowledge Management
• Recommendation
• Virtual Assistant



• LLMs for cybersecurity

• LLMs have a significant number of cyber 
security applications

Mo.va.on



• Emerging capabilities
–ICL / CoT / MM reasoning…

Background

hLps://arxiv.org/pdf/2201.11903.pdf
hLp://ai.stanford.edu/blog/understanding-incontext/



• LLMs can be used as reasoners for evolving 
cybersecurity issues

LLM-based Reasoning 
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New Waves of Online Hate
• We live in a world with rapidly evolving events
• These rapidly evolving events consequently affect the 

global digital landscape
• COVID-19 pandemic 
• 2021 insurrection of the US Capitol
• 2022 Russian invasion of Ukraine

• Emotions of anger and anxiety, and rhetoric from these 
events also spill over into our global digital landscape



New Waves of Online Hate

• New waves of online hate

h"ps://www.ncbi.nlm.nih.gov/pmc/ar4cles/PMC9168424/

https://news.un.org/en/story/2022/06/1120972

https://www.ft.com/content/abaf9ea7-c5dc-4ba7-8f80-48b488aee5ae



Dataset

• X (Twitter) dataset (31,549 tweets)

Annotated new wave datasets with 4,000 tweets



Motivation
• Temporal paEerns in usage of hateful hashtags

As current events evolve, new waves of online hate occur in the global digital landscape

Events that engendered new waves of 
online hate

Can we develop a system that can be updated with only a 
few samples during the buildup stage to counter the peak 

of a new wave?



ExisKng tools

Motivation

• Using Existing Tools Against New Waves of Online Hate

Use of existing systems in detecting new waves of hate

Current process takes 
months to complete!

Zero-shot (or few-shot) learning to adapt to rapid changes 
in concept?



HateGuard Design

• Reasoning-based decision-making for detection:

• Hate detection is a complex and contextual decision-making 

process based on reasoning

• Several intermediate steps to arrive at the final decision

• Learning from no or few new samples

• Updated with no samples or only a few samples

• Automatic policy update and zero-shot learning by updating

Leveraging Large Language Models (LLMs)
• Chain-of-Thought prompKng for intermediate steps 

and decision-making
• Automa7c prompt updates and updaKng targets and 

derogatory terms



HateGuard Overview



HateCoT Prompting Strategy



HateCoT Prompting Strategy

● IdenKty-based hate: targets are based on 
several iden00es, such as race, naKonality, 
poliKcal affiliaKon, religion, etc

● Hate against individuals: name or username 
of the individual is menKoned



HateCoT PrompCng Strategy

● Presence of ``hatred, hostility, or 
violence'', that is often expressed in 
textual media using derogatory or 
disparaging words or phrases



HateCoT Prompting Strategy

● Derogatory terms must 
be directed at the target



HateCoT Prompting Strategy

● Do the detected derogatory 
terms in the Derogation sub-
problem inciteful of hate 
toward the detected targets 
in the first sub-problem?



HateCoT Prompting Strategy

● Solving the main problem 
by puYng the results of the 
sub-problems together



EvaluaCon

Deploying HateGuard in the period of 2020 (COVID-19), 2021 (US Capitol insurrection), 
and 2022 (Russian invasion) shows that new wave peaks are significantly reduced (green line)



Example

HateCoT for new waves decision-making (3) compared to tradiKonal RoBERTa hate speech 
detecKon model (1) and general prompKng (2)

RoBERTa Model General Prompting HateCoT



HateGuard Against Evolving Online Hate

Comparing HateGuard against the exisKng benchmarks



Conclusion and Future Work
• Conclusion
• A large-scale experiment to study the nature of new waves of online 

hate
• Examining the capabilities of the existing moderation tools

• A novel framework to address the problem of new waves of online 
hate

• Future work
• Multilingual new waves of online hate
• Multimodal scenarios, such as hateful memes
• Auto-prompting methodologies



Discussion

33

• LLMs for addressing evolving cyber security 
issues
–Fake news/Disinformation
–Zero-day attacks
–Phishing attacks
–Advanced Persistent Threats
–…



Discussion

34

Method Paper Source

Chain-of-Thought Chain-of-Thought Prompting Elicits Reasoning in Large 
Language Models

NeurIPS 2022

Self-consistency Self-Consistency Improves Chain of Thought Reasoning 
in Language Models

ICLR 2023

Least-to-Most Least-to-Most Prompting Enables Complex Reasoning 
in Large Language Models

ICLR 2023

Tree of Thought Tree of Thoughts: Deliberate Problem Solving with 
Large Language Models

ArXiv 2023

In-Context Learning Teaching Algorithmic Reasoning via In-context Learning NeurIPS 2022

Analogical Prompting Large Language Models as Analogical Reasoners ArXiv 2023

PromptBreeder Promptbreeder: Self-Referential Self-Improvement Via 
Prompt Evolution

ArXiv 2023

Autoprompt AUTOPROMPT: Eliciting Knowledge from Language 
Models with Automatically Generated Prompts

EMNLP 2020
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