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Abstract— Equipped with state-of-the-art smartphones and
mobile devices, today’s highly interconnected urban population
is increasingly dependent on these gadgets to organize and
plan their daily lives. These applications often rely on current
(or preferred) locations of individual users or a group of users to
provide the desired service, which jeopardizes their privacy; users
do not necessarily want to reveal their current (or preferred)
locations to the service provider or to other, possibly untrusted,
users. In this paper, we propose privacy-preserving algorithms
for determining an optimal meeting location for a group of
users. We perform a thorough privacy evaluation by formally
quantifying privacy-loss of the proposed approaches. In order to
study the performance of our algorithms in a real deployment,
we implement and test their execution efficiency on Nokia
smartphones. By means of a targeted user-study, we attempt
to get an insight into the privacy-awareness of users in location-
based services and the usability of the proposed solutions.

Index Terms— Mobile application, oblivious computation,
privacy.

I. INTRODUCTION

THE rapid proliferation of smartphone technology in urban
communities has enabled mobile users to utilize context-

aware services on their devices. Service providers take advan-
tage of this dynamic and ever-growing technology landscape
by proposing innovative context-dependent services for mobile
subscribers. Location-based Services (LBS), for example, are
used by millions of mobile subscribers every day to obtain
location-specific information [1].

Two popular features of location-based services are location
check-ins and location sharing. By checking into a loca-
tion, users can share their current location with family and
friends or obtain location-specific services from third-party
providers [2], [3]. The obtained service does not depend on

Manuscript received October 3, 2013; revised December 30, 2013
and March 1, 2014; accepted April 7, 2014. Date of publication
April 18, 2014; date of current version June 17, 2014. The asso-
ciate editor coordinating the review of this manuscript and approv-
ing it for publication was Dr. Jianying Zhou. (Igor Bilogrevic and
Murtuza Jadliwala contributed equally to this work.)

I. Bilogrevic and J.-P. Hubaux are with the Swiss Federal Institute of
Technology, Lausanne 1015, Switzerland (e-mail: igor.bilogrevic@gmail.com;
jean-pierre.hubaux@epfl.ch).

M. Jadliwala is with Wichita State University, Wichita, KS 67260 USA
(e-mail: murtuza.jadliwala@wichita.edu).

V. Joneja is with ELCA Informatique, Lausanne 1007, Switzerland (e-mail:
vishal.joneja@epfl.ch).

K. Kalkan is with Sabanci University, Istanbul 34956, Turkey (e-mail:
kubrakalkan@sabanciuniv.edu).

I. Aad is with the University of Bern, Bern 3012, Switzerland (e-mail:
aad@iam.unibe.ch).

Color versions of one or more of the figures in this paper are available
online at http://ieeexplore.ieee.org.

Digital Object Identifier 10.1109/TIFS.2014.2318435

the locations of other users. The other type of location-based
services, which rely on sharing of locations (or location pref-
erences) by a group of users in order to obtain some service
for the whole group, are also becoming popular. According
to a recent study [4], location sharing services are used by
almost 20% of all mobile phone users. One prominent example
of such a service is the taxi-sharing application, offered by a
global telecom operator [5], where smartphone users can share
a taxi with other users at a suitable location by revealing
their departure and destination locations. Similarly, another
popular service [6] enables a group of users to find the most
geographically convenient place to meet.

Privacy of a user’s location or location preferences, with
respect to other users and the third-party service provider, is
a critical concern in such location-sharing-based applications.
For instance, such information can be used to de-anonymize
users and their availabilities [7], to track their preferences [8]
or to identify their social networks [9]. For example, in the
taxi-sharing application, a curious third-party service provider
could easily deduce home/work location pairs of users who
regularly use their service. Without effective protection, even
sparse location information has been shown to provide reliable
information about a users’ private sphere, which could have
severe consequences on the users’ social, financial and private
life [10], [11]. Even service providers who legitimately track
users’ location information in order to improve the offered
service can inadvertently harm users’ privacy, if the collected
data is leaked in an unauthorized fashion or improperly shared
with corporate partners. Recent user studies [4] show that
end-users are extremely sensitive about sharing their location
information. Our study on 35 participants, including students
and non-scientific staff, showed that nearly 88% of users were
not comfortable sharing their location information. Thus, the
disclosure of private location in any Location-Sharing-Based
Service (LSBS) is a major concern and must be addressed.

In this paper, we address the privacy issue in LSBSs by
focusing on a specific problem called the Fair Rendez-Vous
Point (FRVP) problem. Given a set of user location prefer-
ences, the FRVP problem is to determine a location among
the proposed ones such that the maximum distance between
this location and all other users’ locations is minimized,
i.e. it is fair to all users. Our goal is to provide practical
privacy-preserving techniques to solve the FRVP problem,
such that neither a third-party, nor participating users, can
learn other users’ locations; participating users only learn the
optimal location. The privacy issue in the FRVP problem is
representative of the relevant privacy threats in LSBSs.

1556-6013 © 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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Our contributions in this paper are as follows. We first
formulate the FRVP problem as an optimization problem,
specifically the k-center problem [12], and then analytically
outline the privacy requirements of the participants with
respect to each other and with respect to the solver (in this
case, a third-party service provider). We then propose two
algorithms for solving the above formulation of the FRVP
problem in a privacy-preserving fashion, where each user par-
ticipates by providing only a single location preference to the
FRVP solver or the service provider. Our proposed algorithms
take advantage of the homomorphic properties of well-known
cryptosystems, such as BGN, ElGamal and Paillier, in order to
privately compute an optimally fair rendez-vous point from a
set of user location preferences. In this significantly extended
version of our earlier conference paper [13], we evaluate the
security of our proposal under various passive and active
adversarial scenarios, including collusion. We also provide
an accurate and detailed analysis of the privacy properties of
our proposal and show that our algorithms do not provide
any probabilistic advantage to a passive adversary in correctly
guessing the preferred location of any participant. In addition
to the theoretical analysis, we also evaluate the practical
efficiency and performance of the proposed algorithms by
means of a prototype implementation on a testbed of Nokia
mobile devices. We also address the multi-preference case,
where each user may have multiple prioritized location prefer-
ences. We highlight the main differences, in terms of privacy
and performance, with the single preference case, and also
present initial experimental results for the multi-preference
implementation. Finally, by means of a targeted user study, we
provide insight into the usability of our proposed solutions.

II. SYSTEM ARCHITECTURE

We consider a system composed of two main entities: (i) a
set of users1 (or mobile devices) U = {u1, . . . , uN } and (ii) a
third-party service provider, called Location Determination
Server (LDS), which is responsible for privately computing
the fair rendez-vous location or point from a set of user-
preferred rendez-vous locations. Each user’s mobile device is
able to communicate with the LDS by means of some fixed
infrastructure-based Internet connection.

Each user ui has the means to determine the coordinates
Li = (xi , yi ) ∈ N

2 of his preferred rendez-vous location.
We consider a two-dimensional coordinate system, but the
proposed schemes are general enough and can be easily
extended to other higher dimensional coordinate systems [14].
Users can either use their current position as their preferred
rendez-vous location or they can specify some other preferred
location (e.g., a point-of-interest such as a known restaurant)
away from their current position. Users determine their current
position (or positions of known points-of-interest) by using
a positioning service, such as Global Positioning System or
GPS. We assume that the positioning service is fairly accurate.
GPS, for example, has an average positioning error between
3 and 7.8 meters.2

1users, participants and devices are used interchangeably.
2http://www.gps.gov/systems/gps/performance/accuracy/

We would like the readers to note that the goal of the
positioning service is only to enable users to determine or
select their preferred location, and that it should not be
confused with the LDS. Users can continue to use the ser-
vice of the LDS for privately computing the fair rendez-
vous location without using the positioning service, say
by manually estimating their preferred rendez-vous location.
A positioning service, if used, can continuously track
users based on the positioning requests or it can behave
maliciously and provide incorrect position information
(or position information with large errors) to the users. In this
work, we do not consider these adversarial scenarios involving
the positioning service as these are orthogonal to the privacy-
preserving FRVP problem. In order to limit the information
that the positioning service learns about the users’ location
requests, a private information retrieval technique [15] can be
used. Moreover, a secure positioning system [16] can be used
to overcome the problem of cheating within the positioning
service.

We define the set of the preferred rendez-vous locations
of all users as L = {Li }N

i=1. For the sake of simplicity, we
consider line-of-sight Euclidean distances between preferred
rendez-vous locations. Even though the actual real-world
distance (road, railway, boat, etc.) between two locations is
at least as large as their Euclidean distance, the proportion
between distances in the real world is assumed to be correlated
with the respective Euclidean distances.

The mobile devices are able to perform public-key crypto-
graphic operations. We assume that each of the N users has his
own public/private key pair (K ui

P , K ui
s ), certified by a trusted

CA, which is used to digitally sign/verify the messages that
are sent to the LDS. Moreover, we assume that the N users
share a common secret that is utilized to generate a shared
public/private key pair (K Mv

P , K Mv
s ) in an online fashion for

each meeting setup instance v. The private key K Mv
s generated

in this way is known only to all meeting participants, whereas
the public key K Mv

P is known to everyone including the
LDS. This could be achieved by means of a secure credential
establishment protocol [17], [18].

The LDS executes the FRVP algorithm on the inputs it
receives from the users in order to compute the FRV point.
The LDS is also able to perform public-key cryptographic
functions. For instance, a common public-key infrastructure
using the RSA cryptosystem [19] could be employed. Let
K L DS

P be the public key, certified by a trusted CA, and
K L DS

s the corresponding private key of the LDS. K L DS
P is

publicly known and users encrypt their input to the FRVP
algorithm using this key; the encrypted input can be decrypted
by the LDS using its private key K L DS

s . This ensures mes-
sage confidentiality and integrity. For simplicity, we do not
explicitly show the cryptographic operations involving LDS’s
public/private key.

A. Threat Model

1) Location Determination Server: The primary type of
LDS adversarial behavior that we want to protect against is
an honest-but-curious or semi-honest [20] adversary, where



BILOGREVIC et al.: PRIVACY-PRESERVING OPTIMAL MEETING LOCATION DETERMINATION 1143

the LDS is assumed to execute the algorithms correctly, i.e.,
take all the inputs and produce the output according to the
algorithm, but is not fully trusted (as opposed to [21]). It may
try to learn information about the users’ location preferences
from the received inputs, the intermediate results and the
produced outputs. In most practical settings, where service
providers have a commercial interest in providing a faithful
service to their customers, the assumption of a semi-honest
LDS is generally sufficient. Given this goal of protecting
against a semi-honest LDS, we will later also analyze how our
proposed solutions fair against certain active attacks, including
collusion with users and fake user generation.

2) Users: Similar to the LDS assumption, our main goal
is to protect against semi-honest participating users who may
want to learn the private location preferences of other users
from the intermediate results and the output of the FRVP
algorithm. We refer to such attacks as passive attacks. As user
inputs are encrypted with the LDS’s public key K L DS

P , there
is a confidentiality guarantee against basic eavesdropping by
participants and non-participants. Given this goal of protecting
against semi-honest users, we will later also analyze how our
proposed solutions fair against certain active attacks, including
collusion among users and input manipulation attacks.

III. PPFRVP PROBLEM FORMULATION

In this work, we consider the problem of finding a rendez-
vous point among a set of user-proposed locations, such that
(i) the rendez-vous point is fair (as defined in Section IV-A)
with respect to the given input locations, (ii) each user learns
only the final rendez-vous location and (iii) no participating
user or third-party server learns private location preference
of any other user involved in the computation. We refer to
an algorithm that solves this problem as Privacy-Preserving
Fair Rendez-Vous Point (PPFRVP) algorithm. In general, any
PPFRVP algorithm A should accept the inputs and produce
the outputs, as described below.

• Input: transformation f of private locations Li : f (L1)
|| f (L2)|| . . . || f (L N ). where f is a secret-key based
encryption function such that it is hard (success with only
a negligible probability) to determine the input Li without
knowing the secret key, by just observing f (Li ).

• Output: an output f (L f air ) = g( f (L1), . . . , f (L N )),
where g is a fairness function and L f air = (xl, yl) ∈ N

2

is the fair rendez-vous location such that it is hard for
the LDS to determine L f air by just observing f (L f air ).
Given f (L f air ), each user should be able to compute
L f air = f −1( f (L f air )) by using a decryption routine
and the shared secret key.

Fig. 1 shows a functional diagram of the PPFRVP protocol,
where the PPFRVP algorithm A is executed by an LDS. The
fairness function g can be defined in several ways, depending
on the preferences of users or policies. Fig. 2 shows one such
fairness function that minimizes the maximum displacement
of any user to all other locations. This function is globally
fair and can be easily extended to include additional con-
straints and parameters.

Fig. 1. Functional diagram of the PPFRVP protocol.

Fig. 2. PPFRVP scenario, where the fairness function is g = argmini (DM
i ).

The dashed arrows represent the maximum distance DM
i from each user ui to

any user j �= i , whereas the solid line is the minimum of all such maximum
distances. The fair rendez-vous location is L f air = L2 = (x2, y2).

IV. PROPOSED SOLUTION TO PPFRVP PROBLEM

In this section, we outline the details of our proposed
protocol for solving the PPFRVP problem. In order to separate
the optimization aspect from the implementation, we first
formally outline the fairness and transformation functions and
then discuss the construction of the PPFRVP protocol.

A. Fairness Function g

In order to determine a rendez-vous location that is fair
to all users, the fairness function needs to optimize based on
the spatial constraints set by the users’ preferred locations.
For example, a rendez-vous location L f air = (xl, yl) among
N users U = {ui }N

i=1 will be fair to all users if everyone
can reach L f air in a “reasonable" amount of time. Another
criterion is to minimize the total displacement of all users
in order to reach L f air , or simply, making sure that no
user is “too far" from L f air as compared to other users.
We model the fairness criterion of the PPFRVP problem by
using a formulation of the k-center problem. In the k-center
problem, the goal is to determine k locations (L1, . . . , Lk)
for placing facilities, among N possible candidates, such that
the maximum distance from any place to its closest facility
is minimized. For a two dimensional coordinate system, the
Euclidean distance metric is usually employed.

As the PPFRVP problem is to determine a single fair rendez-
vous location from a set of user-preferred locations, we focus
on the k-center formulation of the problem with k = 1. This
choice is also grounded on the fact that not choosing L f air

from one of the location preferences L1, . . . , L N might poten-
tially result in a location L f air that is not suited for the kind of
meeting that the participants require. The solution can easily
be extended or integrated with mapping applications (on the
users’ devices) so that POIs around L f air are automatically
suggested for the meeting. Fig. 2 shows a PPFRVP scenario
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modeled as a k-center problem. It should be noted that the
current k-center formulation does not encompass other fairness
parameters, such as accessibility of a place and the means of
transportation. Later, we will extend our model to encompass
multiple and prioritized user location preferences, as outlined
in Section VIII. Let di j ≥ 0 be the Euclidean distance
between two points Li , L j ∈ N

2, and DM
i = max j �=i di j be

the maximum distance from Li to any other point L j . The
PPFRVP problem can be formally defined as follows.

Definition 1: The PPFRVP problem is to privately com-
pute a location L f air ∈ L = {L1, . . . , L N }, where fair =
arg mini DM

i .
Thus, a solution to the PPFRVP problem privately (w.r.t. the

LDS and the participating users) determines the fair rendez-
vous location as that user-proposed location preference which
is closest to all other proposed locations, as compared to any
other proposed location prefernces. In order for the LDS to
privately compute the fair rendez-vous location, the fairness
function g would be required to operate in an oblivious fash-
ion, i.e., without having access to the location preferences Li .
This can be accomplished using cryptographic schemes with
homomorphic encryption properties, as discussed next.

B. Transformation Functions f

The fairness criteria g requires the computation of two
functions on the user-preferred locations Li : (i) the distance
between any two locations Li and L j , Li �= L j and (ii) the
minimum of the maximum of these distances. In order to
solve the FRVP problem privately, we rely on computationally
secure cryptographic primitives. We are interested in using
cryptographic schemes that allow us to obliviously compute
the Euclidean distance between two points and the max-
imization/minimization functions. We utilize cryptographic
schemes with homomorphic properties, specifically, Boneh-
Goh-Nissim (BGN) [22], ElGamal [23] and Paillier [24] cryp-
tosystems, as the transformation function f in our PPFRVP
protocol. Given two plain texts m1, m2 with their respective
encryptions E(m1), E(m2), the multiplicative homomorphic
property (possessed by the ElGamal and partially by the
BGN ciphers) states that E(m1) � E(m2) = E(m1 · m2),
where � is an arithmetic operation in the encrypted domain
that is equivalent to the usual multiplication operation in
the plain text domain. The additive homomorphic property
(possessed by the BGN and the Paillier schemes) states that
E(m1) ⊕ E(m2) = E(m1 + m2), where ⊕ is an arithmetic
operation in the encrypted domain which is equivalent to the
usual sum operation in the plain text domain. Further details of
these cryptosystems (and their homomorphic properties) can
be found in [22], [23], and [24].

C. Distance Computations

As discussed earlier, the fair rendez-vous point L f air is
the location preference that minimizes the maximum distance
between any other location preference and L f air . In our
algorithms, we minimize with respect to the square of the
distances, because distance squares are much easier to compute
in an oblivious fashion (by using homomorphic encryptions)

than simple distances. As the squaring function is order
preserving, the problem of finding the argument that minimizes
the maximum distance is equivalent to finding the argument
that minimizes the maximum squared distance.

1) BGN-Distance: Our first distance computation algorithm
is based on the BGN encryption scheme. This novel protocol
requires only one round of communication between each user
and the LDS, and it efficiently uses both the multiplicative
and additive homomorphic properties of the BGN scheme. The
BGN-distance protocol works as follows. First, each user ui ,
∀i ∈ {1, . . . , N}, creates the vectors

Ei (a) =< ai1| . . . |ai6 >=< E(x2
i )|E(T − 2xi )|E(1)

|E(T − 2yi )|E(y2
i )|E(1) >

Ei (b) =< bi1| . . . |bi6 >=< E(1)|E(xi)|E(x2
i )

|E(yi)|E(1)|E(y2
i ) >

where, E(·) is the encryption using the BGN scheme with
the fresh session key K Mv

P , Li = (xi , yi ) is the desired
rendez-vous location of user ui and T is the modulus of the
plaintext domain. Afterwards, each user sends the two vectors
Ei (a), Ei (b) over a secure channel to the LDS. Then, the LDS
computes the scalar product Ei (a) · E j (b) of the received
vectors, which produces the encrypted pairwise distances
E(d2

i j ) by first applying the multiplicative and then the additive
homomorphic property of BGN. For example, in a scenario
with two users, one can easily verify that

Ei (a) • E j (b) = E(x2
i + x j (T − 2xi ) + x2

j

+y j (T − 2yi ) + y2
i + y2

j mod T )

= E(d2
i j mod T )

where T is chosen such that ∀i, j ∈ {1, . . . , N}, d2
i j < T .

At this point, the LDS has obliviously computed E(d2
i j ), which

is the (encrypted) square of the pairwise distances between all
pairs Li , L j of user-desired locations, where i �= j .

2) Paillier-ElGamal-Distance: An alternative scheme for
the distance computation is based on both the Paillier and
ElGamal encryptions, as shown in Fig. 3. In addition to the
multiplicative homomorphic property of ElGamal, we rely on
the two following properties of the Paillier encryption:

E(m1) · E(m2) = E(m1 + m2 mod n), ∀mi ∈ Zn (1)

E(m1)
r = E(r · m1 mod n), ∀r ∈ Z

∗
n (2)

which implies that

E(r · m1)
r−1 = E(r−1 · r · m1 mod n)

= E(m1 mod n) (3)

where r−1 is the multiplicative inverse of r mod n. As neither
Paillier or ElGamal possess both multiplicative and additive
properties, the resulting algorithm requires one extra step in
order to obliviously compute the pairwise squared distances
d2

i j [13]. We initialize the ElGamal scheme in a suited alge-
braic group Zq and the Paillier in Zn , where q is a large
prime and independent from n = pz, with p, z large primes
as well, such that gcd(pz, (p − 1)(z − 1)) = 1. To provide an
equivalent level of security, we assume that |q| = |n|, i.e., the
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Fig. 3. Privacy-preserving distance computation protocol based on the
ElGamal and Paillier encryption schemes.

size of the moduli is the same (e.g., 1024 bits). Moreover, in
this scheme the participating users derive two pairs of pub-
lic/private session keys {(K Mv1

P , K Mv1
s ), (K Mv2

P , K Mv2
s )} from

the shared secret, where the pair v1 is used with the ElGamal
encryption scheme and v2 with the Paillier one. The public
keys, as well as the public parameters including n and q , are
known to all users and to the LDS. To simplify the notation, in
the following we omit the indices of the cryptographic keys,
as they are clear from the context.

The distances are computed as follows. First, each user ui ,
∀i ∈ {1, . . . , N}, creates the vector

Ei (a) = < ai1| . . . |ai4 >

= < Pai(x2
i )|ElG(xi )|Pai(y2

i )|ElG(yi ) >

Afterwards, each user ui sends the vector Ei (a) to the LDS,
encrypted with LDS’s public key. In Step 2.1, the LDS
computes the scalar product of the second and fourth element
of the received vectors (as shown in Fig. 3). In order to
hide this intermediate result from the users, the LDS obliv-
iously randomizes these results with random values rs , rt ∈
(Z∗

q ∧ Z
∗
n), such that rs , rt are relative primes. This ensures

that rs , rt have multiplicative inverses in the Paillier group
modulo n. Moreover, to guarantee that the randomization and
de-randomization in the following steps will generate a coher-
ent result, it is required that 0 < xi , x j (n − 2rs) < n, for any
possible value of xi , x j (and respectively for rt and yi , y j ).
Therefore, the LDS selects rs , rt such that:

n

2
− n

2xi x j
< rs <

n

2
,

n

2
− n

2yi y j
< rt <

n

2
(4)

Hence, there are still n
2(maxi xi )2 possible different values for the

choice of rs (and similarly for rt ). In practice, assuming that
|n| = 1024 bits (where 21024 ≈ 10309) and that the coordinates
(xi , yi ) are expressed in meters (0 < maxi xi , maxi yi < 108),
the LDS could still choose random values rs , rt among a total
of 5 · 10292 > 2970 possible values.

After choosing rs , rt , the LDS computes their inverses,
denoted as r−1

s , r−1
t . The randomized scalar products are

denoted as ci j,s and ci j,t . In Step 2.2, the LDS permutes the
order of all ci j,s and ci j,t with its private element-permutation
function σ = [σ1, . . . , σN(N−1)], and sends N such distinct
elements to each user ui . In Step 3, each user simply decrypts
the received elements with the ElGamal private key K Mv1

s and
re-encrypts them with the Paillier public key K Mv2

P . Then, each
user sends the re-encrypted elements to the LDS in the same
order as he received it. In Step 4, the LDS reverts the element-
permutation function σ , and in Step 4.1 it finally computes the
d2

i j for all i, j , after having removed the randomizing factors
ri j,s , ri j,t with their inverses ri j,sinv and ri j,t inv as shown in
Eqn. (3). At this point, the LDS has securely computed E(d2

i j ),
the (encrypted) square of the pairwise distances between all
pairs of user-desired locations Li �= L j .

D. The PPFRVP Protocol

The PPFRVP protocol (shown in Fig. 4) has three main
modules: (A) the distance computation module, (B) the MAX
module and (C) the ARGMIN MAX module.

1) Distance Computation: The distance computation mod-
ule uses either the BGN-distance or the Paillier-ElGamal-
distance protocols. We note that modules (B) and (C) use
the same encryption scheme as the one used in module (A).
In other words, E(.) in Fig. 4 refers to encryption using either
the BGN or the Paillier encryption scheme.

2) MAX Computation: In Step B.1, the LDS needs to hide
the values within the encrypted elements (i.e., the pairwise
distances computed earlier) before sending them to the users.
This is done to avoid disclosing private information, such
as the pairwise distances or location preferences, to users.3

In order to mask these values, for each index i , the LDS
generates two random values (ri and si ) that are used to
scale and shift the ctot

i j (the encrypted square distance between
Li and L j ) for all j , thus, obtaining d∗

i j . This is done in
order to (i) ensure privacy of real pairwise distances, (ii) be
resilient in case of collusion among users and (iii) preserve the
internal order (the inequalities) among the pairwise distance
from each user to all other users. Afterwards, in Step B.2
the LDS chooses two private element-permutation functions σ
(for i ) and θ (for j ) and permutes d∗

i j , obtaining the permuted
values d∗

σiθ j
, where i, j ∈ {1, . . . , N}. The LDS sends N such

distinct elements to each user. In Step B.3, each user decrypts
the received values, determines their maximum and sends the

3After the distance computation module (A), the LDS possesses all
encrypted pairwise distances. This encryption is made with the public key
of the participants and thus the LDS cannot decrypt the distances without
the corresponding private key. The oblivious (and order-preserving) masking
performed by the LDS at Step B.1 is used in order to hide the pairwise
distances from the users themselves, as otherwise they would be able to obtain
these distances and violate the privacy of the users.
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Fig. 4. Privacy-Preserving Fair Rendez-Vous Point (PPFRVP) protocol. In Phase A, the LDS obliviously computes all squared pairwise distances. In Phase B,
the LDS computes the maxima of the pairwise distances with by involving the users. In Phase C, the users determine the fair rendez-vous location L f air .

index σmax
i of the maximum value to the LDS. In Step B.4

of the MAX module (B), the LDS inverts the permutation
functions σ, θ and removes the masking from the received
indexes corresponding to the maximum distance values.

3) ARGMIN MAX Computation: In Step C.1, the LDS
masks the true maximum distances by scaling and shifting
them by the same random amount such that their order is
preserved. Then, the LDS sends to each user all the masked
maximum distances. In Step C.2, each user decrypts the
received masked (randomly scaled and shifted) maximum
values, and determines the minimum among all maxima.
In Step C.3, each user knows which identifier corresponds
to himself, and the user whose preferred location has the
minimum distance sends to all other users the fair rendez-
vous location in an anonymous way. After the last step, each
user receives the final fair rendez-vous location, but no other
information regarding non-fair locations or distances is leaked.

V. PRIVACY REQUIREMENTS AND DEFINITIONS

Informally, the privacy requirements can be stated as fol-
lows. After the execution of the PPFRVP algorithm, any
participating user ui should not be able to infer (i) the preferred
location L j of any other user u j , u j �= ui nor (ii) the relative
distances di j between any two users ui and u j . Likewise, any
LDS should not be able to infer (iii) the preferred location Li

of any user ui , (iv) the relative distance di j between any two
users ui and u j nor (v) the final rendez-vous location L f air .
Formally, these privacy requirements can be classified as user
privacy and server privacy, as defined below.

A. User Privacy

The user-privacy of any PPFRVP algorithm A measures
the probabilistic advantage that an adversary ua gains towards

learning the preferred location of at least one other user,
except the final fair rendez-vous location, after all users
have participated in the execution of the PPFRVP protocol.
An adversary in this case is a user participating in A. We
express user-privacy as three different probabilistic advantages.

First, we measure the probabilistic advantage of an adver-
sary ua in correctly guessing the preferred location Li of any
user ui �= ua . This is referred to as the identifiability advantage
and is denoted by AdvI DT

a (A). We will define AdvI DT
a (A)

using a challenge-response game. Let U = {u1, . . . , uN , ua}
be the set of all users, including the adversary ua , C be the
challenger, and A be the proposed PPFRVP algorithm. Then,
the identifiability game is defined as follows:

1) Challenger setup: C privately collects the preferred
rendez-vous locations Li ; Li �= L j ,∀i, j ∈ {1, . . . , N}.

2) Algorithm execution: C executes the PPFRVP algo-
rithm A with all users U and computes f (L f air ) =
g( f (L1), . . . , f (L N ), f (La)). It then sends f (L f air ) to
each user ui ∈ U.

3) Challenge: C chooses a random k ∈ {1, . . . , N} and
sends Lk to the adversary ua .

4) Guess: ua chooses a value k ′ ∈ {1, . . . , N} and sends
it back to the challenger. ua wins the game if k ′ = k,
otherwise he loses.

Then, the identifiability advantage AdvI DT
a (A) is the proba-

bilistic advantage of the adversary in winning this game:

AdvI DT
a (A) = Pr [ua wins the game] − 1/N

= Pr [k ′ = k] − 1/N (5)

where Pr(k ′ = k) is the probability that ua correctly guesses
the value k chosen by the challenger. The above notion of
identifiability is also called weak identifiability because the
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adversary knows that the challenge belongs to one of the
participant. A stronger notion of identifiability can also be
defined, where the challenge (in Step 3) is a randomly chosen
two-dimensional position coordinate not necessarily belonging
to one of the participating users. The adversary in this game
wins if he correctly guesses if the challenge location belongs
to one of the participants or not. In this work, we focus only
on the weak identifiability property.

The second measure of user-privacy is the distance-
linkability advantage, which is the probabilistic advantage of
an adversary ua in correctly guessing whether the distance
di j between any two participating users ui �= u j , is greater
than a given parameter s, without learning any users’ preferred
locations Li , L j . We denote this advantage as Advd−L N K

a . The
distance-linkability game is defined as follows.

1) Challenger setup: C privately collects the preferred
rendez-vous locations Li �= L j ,∀i, j ∈ {1, . . . , N}.

2) Algorithm execution: C executes the PPFRVP algo-
rithm A with all users U and computes f (L f air ) =
g( f (L1), . . . , f (L N ), f (La)). It then sends f (L f air ) to
each user ui ∈ U.

3) Challenge: C chooses a random value s and two distinct
users u j , uk,∀ j, k ∈ {1, . . . , N}, j �= k. C sends
( j, k, s) to the adversary.

4) Guess: ua responds with a value s∗ ∈ {0, 1}. ua wins the
game if s∗ = 0 and d j,k ≥ s, or if s∗ = 1 and d j,k < s.
Otherwise, the adversary looses.

The distance-linkability advantage Advd−L N K
a (A) is the prob-

abilistic advantage of the adversary in winning this game:

Advd−L N K
a (A) = Pr [s∗ = 0 ∧ d j,k ≥ 0]

+Pr [s∗ = 1 ∧ d j,k < 0] − 1/2 (6)

Lastly, the coordinate-linkability advantage, denoted as
Advc−L N K

a , is the probabilistic advantage of an adversary ua

in correctly guessing whether a given coordinate xi (or yi )
of a user ui is greater than the corresponding coordinate(s)
of another user u j �= ui without learning the users’ preferred
locations Li , L j . The coordinate-linkability game is as fol-
lows.

1) Challenger setup: C privately collects the preferred
rendez-vous locations Li �= L j ,∀i, j ∈ {1, . . . , N}.

2) Algorithm execution: C executes the PPFRVP
algorithm A with all users U and computes
f (L f air ) = g( f (L1), . . . , f (L N ), f (La)). It then
sends f (L f air ) to each user ui ∈ U.

3) Challenge: C throws an unbiased coin to select a coor-
dinate axis b| ∈ {x, y}. C randomly chooses j, k ∈
{1, 2, . . . , N}, j �= k. C sends { j, k, b} to ua as a
challenge.

4) Guess: ua responds with a value r ∈ {0, 1} and sends it
back to the challenger. ua wins the game if:{

r = 0 and b j ≤ bk OR

r = 1 and b j > bk

The adversary ua looses the game otherwise.

The coordinate-linkability advantage Advc−L N K
a (A) is the

probabilistic advantage of the adversary in winning this game:

Advc−L N K
a (A) = Pr [r = 0 ∧ b j ≤ bk]

+ Pr [r = 1 ∧ b j > bk] − 1/2 (7)

We can now define the user-privacy of any PPFRVP algo-
rithm A as follows:

Definition 2: An execution of the PPFRVP algorithm A
is user-private if the identifiability advantage AdvI DT

a (A),
the distance-linkability advantage Advd−L N K

a (A) and the
coordinate-linkability advantage Advc−L N K

a (A) of each par-
ticipating user ui , i ∈ {1, . . . , N} are negligibly small.

According to Definition 2, an execution of the PPFRVP
algorithm is user-private if and only if any user ua does
not gain any (actually, negligible) additional knowledge about
the preferred rendez-vous locations L j of any other user u j ,
u j �= ua , except the final fair rendez-vous location L f air .

B. Server Privacy

For the third-party (LDS) adversary, the game definitions
are similar to those defined for an user adversary, except that
the LDS does not receive L f air in the Step 2 of the game.
Then, the server-privacy of a PPFRVP algorithm A can then
be defined as follows.

Definition 3: An execution of the PPFRVP algorithm A is
server-private if the identifiability advantage AdvI DT

L DS(A), the
distance-linkability advantage Advd−L N K

L DS and the coordinate-
linkability advantage Advc−L N K

L DS of an LDS are negligible.
In practice, users will execute the PPFRVP protocol mul-

tiple times with either similar or completely different sets of
participating users, and with the same or a different location
preference in each execution instant. Thus, although it is criti-
cal to measure the privacy leakage of the PPFRVP algorithm in
a single execution, it is also important to study the leakage that
may occur over multiple correlated executions, which in turn
depends on the intermediate and final output of the PPFRVP
algorithm. We discuss the privacy leakage of the proposed
algorithms over multiple executions in Section VI-D.

C. Overall PPFRVP Privacy

Based on the above definitions of user and server-privacy,
we are now ready to express the overall privacy requirements
of any PPFRVP algorithm. Before that, let us first define a
private execution.

Definition 4: A private execution of any PPFRVP algorithm
A is an execution which does not reveal more information than
what can be derived from the inputs, the intermediate results
and its output.

Based on how memory is retained over sequential execu-
tions, we define two types of algorithm executions, namely,
dependent and independent.

Definition 5: An independent (respectively, dependent) exe-
cution is a single private execution of the PPFRVP algo-
rithm in which no (respectively, some) information of an
earlier and current execution is retained and passed to future
executions.
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The information that might be transferred from an earlier
execution to the next can include past inputs, intermediate
results and the outputs of the algorithm. Based on the type
of execution, the privacy conditions of a privacy-preserving
meeting-location algorithm can be defined as follows.

Definition 6: A PPFRVP algorithm A is execution (respec-
tively, fully) privacy-preserving if and only if for every inde-
pendent (respectively, all) execution(s)

1) A is correct; All users are correctly able to compute the
final fair rendez-vous location L f air ;

2) A is user-private;
3) A is server-private.
A fully privacy-preserving PPFRVP algorithm is a much

stronger (and difficult to achieve) privacy requirement.
Initially, we focus on analyzing the independent execution
privacy of our proposed PPFRVP algorithm. Later, we briefly
analyze privacy-leakage due to dependent executions.

VI. PRIVACY AND COMPLEXITY ANALYSIS

We first analyze the privacy of the proposed PPFRVP
protocol (Fig. 4) with respect to the adversary model outlined
in Section II-A.

A. Privacy Analysis Under Passive Adversary Model

Under the assumption of a passive adversary (both, LDS
and participating users), we have the following result:

Proposition 1: The proposed PPFRVP protocols are
correct and they guarantee identifiability- and coordinate-
linkability privacy. However, they do not guarantee distance-
linkability privacy.

Proof: Correctness: Given the encrypted set of user-
preferred locations f (L1), . . . , f (L N ), the proposed PPFRVP
algorithms first compute the pairwise distance di j between
each pair of users i and j , ∀i, j ∈ {1, . . . , N}. One can easily
verify that the ElGamal-Paillier-based distance computation
algorithm computes:

Pai(d2
i j ) = Pai(x2

i ) · Pai(−2xi x j ) · Pai(y2
j ) · Pai(y2

i )

·Pai(−2yi y j ) · Pai(y2
j )

= Pai(x2
i − 2xi x j + x2

j + y2
i − 2yi y j + y2

j )

The same result is achieved by the BGN-based distance
algorithm.

After the pairwise distance computations, the PPFRVP
algorithm computes the masking of these pairwise distances
by scaling and shifting operations. The scaling operation
is achieved by exponentiating the encrypted element to the
power of ri , where ri ∈ Z

∗
w is a random integer and r−1

i is
its multiplicative inverse. The shifting operation is done by
multiplying the encrypted element with the encryption (using
the public key of the users) of another random integer si

privately chosen by the LDS. These two algebraic operations
mask the values d2

i j (within the encrypted elements), such that
the true d2

i j are hidden from the users. Nevertheless, thanks
to the homomorphic properties of the encryption schemes,
the LDS is still able to remove the masking (after the users
have identified the maximum value) and correctly re-mask

all maxima, such that each user is able to correctly find the
minimum of all maxima.

In the end, each user is able to determine L f air , where
fair = argmini max j d2

i j from the outputs of the PPFRVP
algorithm, and therefore the PPFRVP algorithms are correct.

1) User Identifiability Advantage: Hereafter we provide
sketches of the proofs of user-privacy, after a private execution
of the PPFRVP algorithm A. A sketch is usually given to intu-
itively show how the formal proof can be constructed with the
argument presented in the sketch. In particular, the following
sketches are exhaustive, i.e., they cover all possible cases, and
they are used to show whether the different advantages are
non-negligible and thus whether a PPFRVP algorithm A is
execution privacy-preserving.

In the identifiability advantage, there are only two possible
outcomes of the PPFRVP algorithm, depending on users’
preferred locations Li : The first case is when L f air = La ,
i.e., when the fair rendez-vous location is the one proposed
by the adversary; the second case is when L f air �= La , i.e.,
when the fair location is different from the one proposed by the
adversary. Hereafter we split the sketch of our proof according
to these two (and only possible) cases, and show that the
advantage of the adversary is negligible in both these cases:

1) Lfair = La: In this case, the adversary does not learn
any additional information that was not already known
to him before the execution of the protocol, except the
order among the maximum distances between the users
and the corresponding indices. Moreover, we consider
here the non-trivial case where the challenger chooses
a value k �= a, otherwise the correct answer to the
challenge is trivial. It should be noted that the challenger
cannot select the trivial case with a probability greater
than 1/N (during the challenge step or step 3). In this
non-trivial case, the adversary cannot guess the value
k �= a with a higher certainty than he would by a random
guess because only the LDS knows the secret scaling and
shifting values used for the masking operation. In fact,
the order among the masked distances does not reveal
any additional information about the actual locations,
as there could be infinitely many locations at the same
masked distance. Thus, the advantage of the adversary
in this case is negligible.

2) Lfair �= La: In this case, the adversary learns, after the
execution of the protocol, another preferred location
L f air �= La different from his own, in addition to
the order among the maximum distances for all users.
The adversary is able to compute the distance da, f air

between his preferred location and L f air . However,
thanks to the masking operation on the distances and to
the independence among the users’ preferred locations,
the adversary has no additional knowledge to link da, f air

to any other masked d M AX
i he knows. For instance, it

is impossible for him to even compare da, f air to any of
the d M AX

i as only the LDS knows the secret scaling and
shifting values used for the masking operation. Hence,
even with the additional knowledge of the da, f air and
L f air , the adversary cannot guess the value of k with a
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probability higher than a random guess. Thus, the advan-
tage of the adversary is negligible in this case as well.

Considering the previous arguments, we have the following:

AdvI DT
a (A) = Pr(k ′ = k|L f air = La)Pr(L f air = La)

+Pr(k ′ = k|L f air �= La)Pr(L f air �= La)

−1/N
= 1/N · 1/(N + 1) + 1/N · N/(N + 1) − 1/N
= 1/N − 1/N = 0

thanks to the independence of k ′ conditioned on the outcome
L f air . Thus, the identifiability-advantage is negligible.

2) User Coordinate-Linkability Advantage: Similarly to the
identifiability advantage, there could only be two possible
outcomes of any PPFRVP algorithm A, represented by the
two cases L f air �= La and L f air = La . Hereafter we show
that the advantage of the adversary is negligible in both cases.

1) L f air = La : In this case, the adversary does not learn
any additional information about the coordinates of any
two users j, k. As the masked and ordered distances
cannot be linked to a specific coordinate with a success
probability higher than 1/3, the adversary cannot guess
whether the coordinate value b j is larger or smaller than
bk with a probability higher than a random guess (1/2).
In fact, as the order among the masked distances is
a relative measure between locations that is position-
independent, it does not provide any additional infor-
mation about the values of the coordinates of L j , Lk .
Thus, the advantage of the adversary is negligible.

2) L f air �= La: In this case, the adversary can once again
compute the distance da, f air between L f air and La .
As the distance by itself conveys no information about
the orientation or relative position between L j and Lk ,
∀ j, k ∈ {1, . . . , N} and j �= k, the adversary cannot
guess whether the coordinate b, randomly chosen by the
challenger, is larger or smaller for L j with respect to Lk

with a higher certainty than a random guess. Thus, his
advantage is negligible.

Similarly to the identifiability advantage, we obtain:

dvc−L N K
a (A)

= Pr(r = 0 ∧ b j ≤ bk|L f air = La)Pr(L f air = La)

+Pr(r = 0 ∧ b j ≤ bk|L f air �= La)Pr(L f air �= La)

+Pr(r = 1 ∧ b j > bk |L f air = La)Pr(L f air = La)

+Pr(r = 1 ∧ b j > bk |L f air �= La)Pr(L f air �= La)

−1/2

= Pr(r = 0) · Pr(b j ≤ bk) + Pr(r = 1)

·Pr(b j > bk) − 1/2 = 1/4 + 1/4 − 1/2 = 0

Thanks to the independence of the coordinate b from the
outcome L f air . Thus, the coordinate-linkability is negligible.

3) User Distance-Linkability Advantage: The PPFRVP
algorithm defined in this manuscript takes as inputs the
preferred rendez-vous locations Li of each user ui ∈ U and
outputs both f (L f air ) and the set of randomized (but order-
preserving) maximum distances dmax

i ,∀ui ∈ U. By means of
an example, we show that there is at least one case in which
our PPFRVP algorithm does not satisfy distance-linkability.

Suppose that, at Step 3 of the distance-linkability game,
C chooses a value s > maxui∈U dmax

i . At Step 4, ua obtains
(s, j, k) and it knows that s is larger than any of the maximum
randomized distances that it already possesses. Moreover,
ua also knows that the order-preserving randomization pro-
cedure Rand(.) is such that dmax

i = Rand(cmax
i ) > cmax

i ,
i.e., the randomization strictly increases the output compared
to the input because the two randomizing factors ri , si are
positive. Hence, if s > maxui U dmax

i , ua knows that for
sure s > d j,k,∀ j �= k. Thus, ua can win the game with
non-negligible probability by choosing s∗ = 0, proving that
in this case our PPFRVP algorithm A does not satisfy user
distance-linkability.

4) Third-Party Advantages: All elements that are received
and processed by the LDS have previously been encrypted by
the users with their common public key. In order to efficiently
decrypt such elements, the LDS would need to have access to
the private key that has been generated with the public key
used for the encryption. As explained in Section II, in most
practical settings, where service providers have a commercial
interest in providing a faithful service to their customers,
the LDS would not try to maliciously obtain the secret
key. Therefore, all the LDS does in the PPFRVP algorithm
is to obliviously execute algebraic operation on encrypted
elements, without knowing the values within the encrypted
elements. Hence, the PPFRVP algorithms do not disclose any
information to third-parties, such as the LDS, during or after
its execution. �

B. Privacy Analysis Under Active Adversary Model

We consider three main types of active attacks, namely
(i) Collusion among users and/or LDS, (ii) Fake user genera-
tion and/or replay attacks and (iii) Unfair rendez-vous location.

1) Collusion: In the case of collusion among users, the
published fair result can be used to construct exclusion zones.
An exclusion zone is a region that does not contain any
location preferences, and the number of such exclusion zones
increases with the number of colluders. A set of colluding
users could also select preferences which are close to each
other, thus increasing the probability that the selected L f air

is one among these preferences. Similarly, the colluding users
could select preferences far away from each other, so that
L f air is always selected from among the preferences of
non-colluding users, thus revealing them. A much more serious
case is the collusion between the LDS and a participant; the
LDS could obtain the secret key shared by the participants,
and thus learn the preferences of all the participants. These
participants’ preferences could be then shared by the LDS
with the colluding user. The proposed PPFRVP protocols do
not protect against such strong collusion attacks.

2) Fake Users: In case the LDS generates fake users, it
would not be able to obtain the secret that is shared among
the honest users and which is used to derive the secret key
K Mv

s for each session v. This attack is more dangerous if a
legitimate participant creates a fake, because the legitimate
participant knows the shared secret. In this scenario, however,
the LDS knows the list of meeting participants (as it computes
the fair rendez-vous location) and therefore it would accept
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TABLE I

ASYMPTOTIC COMPLEXITY ANALYSIS

only messages digitally signed by each one of them. Here we
rely on the fact that fake users will not be able to get their
public keys signed by a CA. Replay attacks could be thwarted
by verifying an individually signed nonce, derived using the
shared secret, in each user’s message.

3) Unfair RV: The last type of active attack could result in
the computation of an unfair rendez-vous location. Malicious
modification or untruthful reporting of the maximum masked
values (Step B.3 of Fig. 4) could deceive the LDS in accepting
a false received index as the maximum value, and therefore
lead to the computation of a non-fair rendez-vous location.
However, this is unlikely to happen in practice. For instance,
even if in Step B.3 a user falsely reports one of his values
to be the maximum, this would cause the algorithm to select
a non-fair rendez-vous location if and only if no other user
selected a smaller value as the maximum distance.

C. Complexity Analysis

Table I summarizes the complexity results for the proposed
protocols. In this table, the Distance protocol is the one used
in the module A of Fig. 4, whereas PPFRVP includes modules
A,B and C. We can see that the client complexity is O(N),
where N is the number of participants. However, there is a
notable exception for the BGN-based scheme; the number of
exponentiation required for a single decryption is O(

√
T ) [22],

where T is the order of the plaintext domain.
The LDS complexity for both protocols is O(N2), with

the notable exception of BGN, where, in addition to multipli-
cations and exponentiations, the schemes requires additional
O(N2) bilinear mappings. These operations are required to
support the multiplicative property of the BGN scheme.

D. Privacy Under Multiple Dependent Executions

As defined earlier, in a dependent execution of the PPFRVP
protocol, all the involved parties possess information from the
previous executions, in addition to the current input, output

and intermediate data. It is clear that, due to the oblivious or
blind nature of the computations, the privacy guarantees of
the proposed PPFRVP protocols with respect to the LDS in
dependent executions remains the same as that for indepen-
dent executions. Furthermore, dependent executions in which
the information across executions is completely uncorrelated
(e.g., different set of users in each execution or different and
unrelated preferences in each execution) reduce to independent
execution. We analyze two different scenarios of dependent
executions involving differential information.

First, we consider the case of dependent executions with
different subsets of participants. We assume that, in each
sequential execution, the set of users or participants is reduced
by exactly one (the adversary participant remains until the
end), and that the retained participants preferences remain the
same as the previous execution(s). The following information
is implicitly passed across executions in this scenario:
(i) participant set, (ii) optimal fair location L f air ,
(iii) permuted and randomly scaled pairwise distances from
the participant to every other participant, and (iv) scaled (but
order preserving) maximum distance from every participant to
every other participant. One observation we can make is that,
as participant preferences do not change, no new or additional
information is available to the adversary from one execution
to the next. In this scenario, one trivial attack on identifiability
that the adversary can carry out is as follows. As the user corre-
sponding to L f air is known in each execution, the adversarial
participant can repeatedly execute the PPFRVP protocol with
a subset of users by excluding the user(s) corresponding to
L f air in the previous executions. This way, in each execution,
the adversary learns the location preference (L f air ) of a
different participant. An LDS can prevent such attacks by
keeping some memory of past executions and not allowing
future executions with small differences in the participant sets.
A notion of (k, t)-differential privacy could be defined wherein
the LDS will not execute the protocol on a new request if
there was an execution recorded at most t time units earlier
consisting of all the participants as present in the current
request and at most k additional (and different) participants.

Second, we consider the case of dependent executions with
always the same participants, where they can change their pre-
ferred locations at each execution. In the worst case scenario,
the preferences of all participants (except the adversary) are
fixed across executions. Due to the scaled (and permuted) pair-
wise distances, as well as the scaled maximum distances, the
adversary cannot identify specific locations of users (except the
user corresponding to L f air ), but he could use the scaled dis-
tance information in the previous rounds to manipulate his own
location preference in the current execution to gain an unfair
advantage. As the LDS is oblivious to participant inputs, and it
cannot detect and prevent this type of data manipulation attack.
This type of attack can be prevented by the honest participants
(or users) by refusing to participate with same preferences in
multiple executions involving the same set of participants.

VII. EXPERIMENTAL EVALUATION

In this section, we present an in-depth evaluation of
the proposed PPFRVP protocols by outlining the results of
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Fig. 5. Performance measurements. (a) LDS distance computations (module A). (b) LDS maximum computations (module B). (c) LDS minimum computations
(module C). (d) Client distance computations (module A). (e) Client max/argmin computations (module B/C). (f) Total client and LDS run times (modules
A+B+C).

controlled experiments and user studies conducted using pro-
totype implementation of the protocols on modern mobile
devices.

A. Implementation and Performance Measurements

The client application is implemented on Nokia N810
mobile devices (ARM 400 MHz CPU, 256 MB RAM, Linux
Maemo OS) and the LDS implementation is running on a
standard Linux PC (2 GHz CPU, 3 GB RAM, Ubuntu Linux).
Our applications are implemented using the Qt programming
framework.

For the BGN-based PPFRVP protocol, we measure the
performance using both a 160-bit and a 256-bit secret
key, whereas for the ElGamal-Paillier-based protocol we use
1024-bit secret keys. A 160-bit key in elliptic curve-based
cryptosystems such as BGN provides equivalent security as
a 1024-bit key in RSA and ElGamal [25] cryptosystems.

1) Computation Delay on the LDS: We can see Fig. 5(a),
5(b) and 5(c) that computation time required by the
LDS increases with the number of users. Moreover, the
ElGamal-Paillier based scheme is the most efficient across
all computations, requiring only 4 seconds to execute the
protocol with 10 participants. The two BGN-based algorithms
are less efficient execution-wise (9 seconds). This is due to
the CPU-intensive bilinear mapping operations of the BGN
cryptosystem.

For the modules B and C, the BGN-based algorithms outper-
form the one based on ElGamal-Paillier (Fig. 5(b) and 5(c)).
The maximum computations on the LDS require 0.5 seconds
for the 160-bit BGN algorithm, whereas the ElGamal-Paillier

takes almost 2 seconds. A similar result can be observed
for the minimum function computations. There are two main
reasons for this. First, there are no bilinear mappings involved
in these modules and second, the BGN-based algorithms use
much smaller key sizes. From a practical perspective, both
the ElGamal-Paillier and the BGN algorithms have good
performance in modules B and C of the PPFRVP protocol.

2) Computation Delay on the Nokia N810 Clients: Fig. 5(d)
and 5(e) show the different computation times on the Nokia
N810 mobile device. As it can be seen, our BGN-based
algorithm is the most efficient for the distance computations,
requiring only 0.3 seconds, independently of the number of
users. This is possible because each client needs to send only
once its own encrypted vectors in order to allow the LDS to
compute all pairwise distances, as opposed to the ElGamal-
Paillier based algorithm that requires users to decrypt and
re-encrypt values multiple times (depending on the number
of users). The alternative protocol, on the contrary, needs
4 seconds with 10 participants. However, in the subsequent
phases, the results are not as good because the BGN-based
protocol makes intensive use of bilinear mapping operations.
Overall, we can see that the ElGamal-Paillier based protocol
has a better performance. Nevertheless, both schemes perform
reasonably well on current generations of mobile devices. It is
also important to observe that the results obtained in our
experiments are based on our prototype implementation of the
BGN scheme, which is not optimized for performance.

3) Power Consumption Analysis on the Nokia N810 Clients:
In order to analytically evaluate the power consumption of the
PPFRVP protocol computations, we utilize the power model
proposed by Kaneda et al. [26]. The authors propose a fairly
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accurate non-linear model for measuring power consumption
of Nokia N810 devices, which uses parameters that can be
obtained easily by the operating system at runtime. The
general power model is outlined by the following polyno-
mial expression (Eqn. 8), where the Nokia N810 specific
coefficients ci are determined by using a multiple regression
technique.

Pest = c0 + c1 · Pc2
cpu + c3 · Pc4

recep + c5 · Pc6
trans

+c7 · Pc8
wact + c9 · Pc10

read + c11 · Pc12
write (8)

In Eqn. 8, Pest is the estimated per second power consumption,
and Pcpu , Precep , Ptrans , Pwact , Pread and Pwrite represent
the per second power consumption due to CPU utilization,
wireless data reception throughput, wireless data transmission
throughput, wireless LAN activity period, and throughput of
data read and write from a flash disk, respectively. In the above
power model, Kaneda et al. [26] showed that it is difficult
to derive the coefficients c3, c4, c5, c6, c7 and c8 accurately
because of the strong correlation between Ptrans and Pwact ,
and between Precep and Pwact . Moreover, they also showed that
the power consumption of tasks that mostly utilize the CPU
(without utilizing WLAN) can be more accurately determined
using the above model. As currently we are interested in only
measuring power consumption due to protocol computations,
we can set Precep , Ptrans and Pwact to zero. Also, as we never
store or read data from the N810 flash disk in our experiments,
we can set Pread and Pwrite to zero. Thus, Kaneda et al.’s
power model [26] for a Nokia N810 by considering only CPU
utilization can be outlined as:

Pest = 0.4650 + 0.5910 · (Pcpu)1.0472 (9)

Now, given the above model, we determine the power
consumed by the computations of our proposed PPFRVP
protocols as follows. From Fig. 5(f), we can see that the total
computation time of the BGN-based protocol (with a 160-bit
key) for 5 participants on a N810 device is 10 seconds,
whereas, for the ElGamal-Paillier-based protocol it is
approximately 4 seconds. Assuming 100% CPU utilization
(i.e., Pcpu = 1), the computation of the BGN-based protocol
with 5 participants is expected to consume approximately
10.56W on each client, whereas, the ElGamal-Paillier-based
protocol would consume roughly 4.056W . Readers should
note that this power consumption only includes the CPU
utilization and does not consider the data transfer operations
(and the related CPU computations) of the protocols. Nokia
N810s come equipped with a 1500 m Ah BP-4L battery
operating at 3.7V , which means it can drive the a system
consuming 5.5W for roughly an hour, or equivalently a system
consuming 1.1W for 5 hours (18000 seconds). This means that
a fully charged Nokia N810 could roughly support 1800 such
BGN-based or 4500 such ElGamal-Paillier-based PPFRVP
protocol executions, not considering the data transfer and
WLAN operations, as well as other applications running on the
system. In practice, we expect the actual number of protocol
executions supported with a single charge to be significantly
lower, considering the aggregated consumption of other system
components.

B. User Study

In order to assess users’ privacy-related preferences in LSB
services and to get an opinion on the usability of our pro-
totypes, we conduct a targeted user-study on 35 respondents,
sampling a population of technology-savvy college students
(in the age group of 20–30 years) and non-scientific personnel.
The questionnaires are based on the privacy and usability
guidelines from [27] and [28].

1) User-Study: The user study consists of three phases:
1) Phase 1 - to assess the participants’ level of adoption of
mobile LSBS and their sensitivity to privacy issues, respon-
dents answered a set of 22 general questions on LSBS and
privacy concerns. The answers to these questions are either
“Yes” or “No”, or on a 4-point Lickert scale (where 1 means
Disagree, 4 is Agree). 2) Phase 2 - respondents were instructed
to use our prototype mobile FRVP application. 3) Phase 3 -
after using the prototype application, participants answer a set
of 12 questions by choosing an answer from a 4-point Lickert
scale. The purpose of phase 3 is to evaluate the usability of
our application, and to assess whether privacy undermines its
usability or performance from the end-user’s perspective.

Phase 1: A majority of the participants in our user study
are males in the age-group of 20–25 years. Around 86%
of them use social networks, and 74% browse the Internet
with a mobile device. When organizing meetings, 54% of
the time they involve groups of 4 people and 29% groups
of 6 individuals, and participants use their mobile device for
organizing 63% of such meetings. Although only 14% are
aware of existing location sharing-based applications, 51%
would be very or quite interested in using an application such
as the FRVP. However, they are sensitive to privacy (98%)
and anonymity (74%) in their online interactions, especially
with respect to the potential misuse of their private information
by non-specified third-parties (88%). Most of the participants
(80%) agree that their personal information should not be
disseminated without their knowledge.

These results indicate that LSBSs are perceived as interest-
ing by the majority of the sampled population, who are also
the most likely to adopt LBS technologies [4]. They also agree
that privacy is crucial for the acceptability of such services.

Phase 2: In this phase, participants used our PPFRVP
prototype application multiple times in seperate groups. The
participants were seated individually and they could not speak
to other participants or see their device screens.

Phase 3: Fig. 6 summarizes the main findings after the
users interacted with our prototype. All participants tend to
agree (34%) or agree (66%) that it was easy to use, and that
they could quickly compute the task (97%). Around 80% feel
that it was easy to learn to use such application, and 91%
tend to agree or agree that the GUI was clearly organized.
More than 68% agree that the application was interesting
to use, and if we include those who tend to agree as well,
all but one participant found it interesting. With respect to
privacy in such applications, 66% agree that it is important to
reveal only the necessary information to the system. More than
71% appreciated that their preferred rendez-vous point was not
revealed to other participants, and only 8% did not care about
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Fig. 6. Summary of the user-study results for Phase 3.

the privacy of their rendez-vous location preference. Only 26%
of the participants were able to identify to whom the FRVP
location belonged to, which was to be expected. The users
ran our application in groups of 5 during the experimentation,
and therefore there was always one person out of five that
knew that the FRVP location was his preferred location. From
an application standpoint, these results mean that both ease-
of-use and privacy are important in LSBS. In particular, the
privacy mechanisms should be implemented in a way that does
not significantly affect the usability or performance. Moreover,
the acceptance of LSBS applications is highly influenced by
the availability of effective and intuitive privacy features.

VIII. EXTENSION TO MULTIPLE PREFERENCES

The PPFRVP protocol, as defined in Section III, allows
each user i to select one preferred location Li in order
to determine the fair rendez-vous location L f air . A natural
extension of the existing protocol is to allow any user i to
select multiple preferred locations Li,1, . . . , Li,v i . In this way,
the users would have more flexibility in choosing location
preferences. Moreover, users could assign a priority or weight
to each location in their set of preferences. Fig. 7(a) outlines
the PPFRVP protocol with multiple location preferences.

Multiple preferences are included in the PPFRVP protocol
by assigning a priority to each preferred location Li, j for all
users i and preferences j . One way to include them in the
distance computations is to assign weighting coefficients pi, j

for the maximum distances c(Li, j , Lk,h ) computed at the end
of Step 3; this way, the highest priority could be defined by
using the lowest value of pi,1 = 1, whereas the lower priorities
could be assigned higher values of pi,2 = pi,3 = 2 (as in
Fig. 7(b)). As a result, the minimum of these maximum meta-
distance is crucial for each client in order to select his own
prioritized location in Step 3.1, which will then be sent to the
LDS for the continuation of the PPFRVP computations.

A. Privacy Discussion

The proposed extension to the PPFRVP protocol relies
on the same cryptographic primitives as the original
PPFRVP protocol. As the operations performed by the LDS
are essentially the same, the extended PPFRVP protocol
also inherits the privacy guarantees possessed by the single-
location PPFRVP one. Therefore, Proposition 1 holds for the
PPFRVP protocols (BGN- and ElGamal-Paillier-based) with

Fig. 7. Extension of PPFRVP to multiple user-preferred locations.
(a) Extension of the existing PPFRVP protocol. (b) Prototype application.

the extension to multiple user-preferred locations in the passive
adversary scenario. However, it retains the same vulnerabilities
in the active adversary scenario.

B. Performance Discussion

As compared to the ElGamal-Paillier-based protocol, the
BGN-based distance computations of the extension clearly
reduce the number of message exchanges between each
client and the LDS. However, as there is a decryption
operation performed by the clients in Step 3, the dis-
tance computation for the extended protocol with the BGN
scheme increases the overall complexity of the protocol to
O(N

√
T maxi vi), where vi is the number of location pref-

erences of user i . Compared to this, the overall complex-
ity of the ElGamal-Paillier-based scheme is O(N maxi vi).
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Fig. 8. LDS processing times for the PPFRVP multi-preference extension. (a) BGN-based protocol using a 160-bit key. (b) ElGamal-Paillier-based protocol.
(b) Comparison.

The communication complexity would however remain the
same for both protocols, which is O(N maxi vi). Hence, the
ElGamal-Paillier-based, extended PPFRVP protocol would be
more preferable from a performance standpoint.

C. Implementation and Evaluation

We have implemented the proposed PPFRVP algorithm for
handling multiple location preferences by extending our earlier
application that takes a single preference per user. A screen-
shot of the application front-end is shown in Fig. 7(b).

We also perform a series of controlled experiments in order
to evaluate the performance of our PPFRVP multi-preference
extension. In the first set of experiments, we measure the
performance of our BGN-based PPFRVP multi-preference
extension algorithm on the Nokia N810 mobile devices. For
this set of experiments, we use the BGN cryptosystem with
a 160-bit key. For three N810 clients and four location
preferences per client, we observe an average execution time
of around 73 seconds on the client. This delay is almost
15 times larger than the corresponding single preference
case. The results for the BGN-based protocol with a 256-bit
key and the ElGamal-Paillier-based multi-preference extension
shows a similar trend, with occasional client-side application
failures. We attribute these large client-side execution delays
and failures to the hardware limitations of the Nokia N810
in performing extensive cryptographic operations, including
exponentiation operations of the Paillier cryptosystem and the
bilinear mapping operations involved in the BGN scheme.

Due to the hardware limitations of Nokia N810, we evaluate
the LDS execution times for our PPFRVP multi-preference
extension by executing the clients on Nokia Maemo emula-
tors [29]. Each client application is executing on a separate
emulator instance, but all emulator instances are running on the
same workstation (a standard workstation with 2 GHz CPU,
3 GB RAM and running Ubuntu Linux). This workstation
(running client emulators) makes a wireless connection to
the LDS workstation using standard WiFi in the ad hoc
mode. We evaluate the overall processing times (excluding
communication time) of our BGN-based protocol using a
160-bit key and the ElGamal-Paillier-based protocol. For both
these evaluations, we execute our protocol under different

scenarios containing an increasing number (3, 4, 5, and 7)
of users with an increasing (2, 3, 5, 7, and 10) number of
location preferences per user. The results of these evaluations
are outlined in Fig. 8.

We can see from Fig. 8(a) and 8(b) that the LDS processing
time for both the BGN-based and the ElGamal-Paillier-based
protocols increases as the number of users and the number
of location preferences per user increases, which is very
intuitive. One other observation we make is that the LDS
processing time grows much faster as the number of location
preferences increases. For example, for 7 users using the
BGN-based protocol with 160-bit key, the LDS processing
delay jumps from 5 seconds for a single preference to around
225 seconds for seven preferences per user. Similarly, the
ElGamal-Paillier-based protocol sees a jump from a few
seconds to almost 70 seconds. Fig. 8(c) shows a comparison
between the LDS processing times of the ElGamal-Paillier-
based protocol and the BGN-based protocol for three users or
clients. We can see that, similar to the single preference case,
the ElGamal-Paillier-based protocol generally outperforms the
BGN-based protocol with respect to the LDS processing time.
As the number of location preferences per user increases, the
LDS processing time of BGN-based protocol grows much
faster compared to the ElGamal-Paillier-based protocol. Thus,
ElGamal-Paillier-based protocol is preferred over the BGN-
based protocol for a large number of location preferences.

Based on the experimental results presented in this section,
we can conclude that, although the multi-preference extensions
of the PPFRVP algorithms are feasible (at least for lower
number of users/preferences), the high delays, both at the
clients and at the LDS, make them unattractive from the
usability perspective. One of the main reason for this is
the inability of existing portable mobile device hardware to
efficiently carry out complex cryptographic operations. As our
current evaluations are solely based on the performance of
the proposed schemes on the Nokia N810 class of mobile
devices, one of the main task that we want to accomplish in
the future is to conduct a thorough evaluation of our schemes
on a variety of latest mobile hardware and software platforms.
In addition to this, one of our future goal is to improve
existing mechanisms, and propose alternative ones if needed,
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in order to make them more efficient in handling the multiple-
preference scenarios.

IX. RELATED WORK

The problem of privacy-preserving fair rendez-vous location
has received little or no attention in the literature. Santos
and Vaughn [30] present a survey of existing literature on
meeting-location algorithms and propose a more compre-
hensive solution for such a problem. Although considering
aspects such as user preferences and constraints, their work
(or the surveyed papers) does not address any security or
privacy issues. Similarly, Berger et al. [31] propose an efficient
meeting-location algorithm that considers the time in-between
two consecutive meetings. However, all private information
about users is public.

In the domain of Secure Multiparty Computation (SMC),
several authors have addressed privacy issues related to the
computation of the distance between two routes [32] or
points [33], [34]. Frikken and Atallah [32] propose SMC
protocols for securely computing the distance between a point
and a line segment, the distance between two moving points
and the distance between two line segments. Zhong et al. [35]
design and implement three distributed privacy-preserving
protocols for nearby friend discovery, and they show how
to cryptographically compute the distance between a pair of
users. However, due to the fully distributed nature of the
aforementioned approaches, the computational and communi-
cation complexities increase significantly with the size of the
participants and inputs. Moreover, all parties involved in the
computations need to be online and synchronized.

There have also been several research results in the literature
that focus on the problem of privacy-preserving location-based
queries and location sharing or anonymous location check-
ins. However, these research efforts attempt to solve issues
that are orthogonal, and uniquely different, from the ones
addressed in this paper. Jaiswal and Nandi [36] propose a
privacy-preserving platform, called Trust No One, for privately
locating nearby points-of-interest. Their architecture relies
on three non-colluding parties, i.e., the mobile operator, the
LBS provider, and the matching service, for decoupling user
locations from user queries. The architecture proposed by
Jaiswal and Nandi [36] addresses the problem of location-
privacy preserving information retrieval, which is different
from our focus.

In the direction of anonymous location sharing,
Pidcock et al. [40] propose a novel architecture called
ZeroSquare where the main goal is to provide a location
hub for privacy-preserving geospatial applications. The main
idea of the authors is to decouple user (profile) information
from location information by assuming two non-colluding
entities that store this information. Their work is different
from ours in that they do not consider the problem of
privately computing some function based on the location
data, rather they want to enable privacy-preserving location
sharing in mobile applications. Contrary to the work [40],
Guha et al. [41] propose a privacy-preserving system that
allows users to set location-triggered alarms based on presence
at specific locations, rather than sharing location coordinates.

Carbunar et al. [43] also propose a set of privacy-preserving
protocols, using well-known cryptographic constructs, which
anonymously proves to a venue that a user checked-in a
certain number of times.

X. CONCLUSION AND FUTURE WORK

In this work, we addressed the privacy issue in the Fair
Rendez-Vous Problem (FRVP). Our solutions are based on
the homomorphic properties of well-known cryptosystems.
We designed, implemented and evaluated the performance of
our algorithms on real mobile devices. We showed that our
solutions preserve user preference privacy and have acceptable
performance in a real implementation. Moreover, we extended
the proposed algorithms to include cases where users have
several prioritized locations preferences. Finally, based on an
extensive user-study, we showed that the proposed privacy
features are crucial for the adoption of any location sharing or
location-based applications.
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