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Prevalence

• 19.4% of all packages 
generated were 
hallucinated (i.e.
non-existent, 
fictitious) 

• 205,474 unique 
hallucinated package 
names were 
generated
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Package hallucinations occur at a significant rate across all models tested 

Hallucinations often persist across multiple iterations Models proved to be adept at detecting their own hallucinations

Hallucination rate was unchanged across decoding strategies. Often the 
hallucinated package was the most probable token.

Hallucinations were reduced using best practices but not eliminated

Number of 
Parameters 1B 7B 14B 34B 70B+

Magicoder

WizardCoder

Models Tested

Key Findings

Package Hallucination Attack Experiment Design

Detect Hallucinations
Used 2 novel datasets: One LLM 
generated and one using Stack 

Overflow questions. Datasets were 
used to prompt models with 

diverse coding tasks.

Build Datasets

Generate Code
Use datasets to repeatedly prompt 

models for code. 19,000 code 
samples generated per model, 

570,000 total.

3 methods used:
1. Parse code for “pip install” statements
2. Ask LLM what packages are required to 

run each code sample
3. Ask LLM for packages that could help 

answer the given question

Analyze Results 

Mitigation

Additional testing such as persistence, 
self-detection, and decoding strategies 

to gain deeper understanding of 
hallucination causes and traits

Test mitigation strategies based on best practices:
1. Retrieval Augmented Generation

2. Self-Refinement
3. Fine-tuning

Altering decoding strategies produced higher hallucination rates in all cases

• 48% of the time a 
hallucinated 
package will be 
repeated when given 
the same prompt

• A hallucination will 
repeat within 10 
iterations 60% of 
the time

• 3 out of 4 models 
were able to 
correctly identify 
their own 
hallucinations more 
than 75% of the time

• Higher temperatures 
dramatically increase 
hallucinations

• Package 
hallucinations are 
usually generated by 
the most probable 
tokens

• Fine-tuning is an 
extremely effective 
mitigation strategy 
for package 
hallucination

• Combining 
mitigation methods 
brings hallucination 
rate below ChatGPT
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